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Metacognition refers to any knowledge or cognitive process that monitors or controls
cognition. We highlight similarities between metacognitive and executive control func-
tions, and ask how these processes might be implemented in the human brain. A review
of brain imaging studies revealsacircuitry of attentional networksinvolved in these control
processes, with its source located in midfrontal areas. These areas are active during conflict
resolution, error correction, and emotional regulation. A developmental approach to the
organization of the anatomy involved in executive control provides an added perspective
on how these mechanisms are influenced by maturation and learning, and how they relate
to metacognitive activity. O 2000 Academic Press

Metacognitively sophisticated children or adults are like busy executives, analyzing new prob-
lems, judging how far they are from the goal, alocating attention, selecting a strategy, at-
tempting a solution, monitoring the success or failure of current performance, and deciding
whether to change to a different strategy.

—J. H. Flavell, P. H. Miller, and S. A. Miller, Cognitive Development

[. INTRODUCTION

Metacognition is a broad term, encompassing both knowledge and regulation of
cognitive activity (Moses & Baird, 1999). Metacognitive knowledge is knowledge
people have about their cognitive abilities (**| have abad memory’’), about cognitive
strategies (* ‘to remember a phone number | should rehearseit’"), about tasks (‘‘ cate-
gorized items are easier to recall’”), and so forth (Flavell, 1979). Metacognitive regu-
lation refers to processes that coordinate cognition. These include both bottom-up
processes called cognitive monitoring (e.g., error detection, source monitoring in
memory retrieval) and top-down processes called cognitive control (e.g., conflict res-
olution, error correction, inhibitory control, planning, resource allocation) (Nelson &
Narens, 1990; Reder & Schunn, 1996).

Metacognition is closely related to executive function, which involves the ability
to monitor and control the information processing necessary to produce voluntary
action. Despite their conceptual similarity, most of the research on metacognition
and executive function has proceeded by relatively separate, independent channels
(but see Carlson, Moses, & Hix, 1998; Garner, 1994; Hughes, 1998; Mazzoni &
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Nelson, 1998; Metcalfe & Shimamura, 1994). For example, metacognition research-
ers have been interested mostly in metacognitive knowledge, particularly in the area
of metamemory. Much of this research has focused on metacognitive development
and itsimportance for childhood education. Consequently, this approach has favored
the study of metacognition in naturalistic tasks.

In contrast, the study of executive attention has been pursued by cognitive neuro-
scientists interested in normal adults and brain-injured patients. Cognitive neurosci-
ence has provided an analytic approach to task performance (brought from cognitive
psychology), and has tried to link cognitive control processes to brain structures (as
inthetradition of cognitive neuropsychology). The emergence of brain imaging tech-
niques has permitted the exploration of neural circuits underlying executive attention
inthe normal brain and, more recently, in the developing brain. For example, imaging
techniques allow researchers to observe brain changes that occur as children acquire
complex cognitive skills such as reading (Posner & McCandliss, 1999) and number
processing (Temple & Posner, 1998). Other important developments, such as the
emergence of inhibitory control, are also accessible viaimaging methodol ogy (Casey,
Trainor, Giedd, et al., 1997). Thus, educational and developmental issues of relevance
to metacognition can now be examined using the methods of cognitive neuroscience.

Figure 1 compares well-known theories of metacognition and executive function
(Nelson & Narens, 1994; Norman & Shallice, 1986). According to recent theorizing
in metacognition, cognitive processes are split into two interrelated levels: the meta-
level and the object level (Nelson & Narens, 1990). The metalevel contains a cogni-
tive model of the object level, organized according to certain metacognitive princi-
ples. The metalevel is continuously updated by bottom-up information, and in return
controls the object level by providing top-down input, initiating and terminating ac-
tions performed by the object level (Nelson & Narens, 1994). Thus, metacognitive
regulation isametalevel system that modulates cognitive processes at the lower level.
It adds flexibility to cognitive processes, making them less dependent on external
Cues.

Similarly, theories of executive function propose that the executive system modu-
lates lower level schemas according to the subject’s intentions (Norman & Shallice,
1986; see also Fernandez-Duque & Johnson, 1999). In the absence of an executive
system, information is processed automatically by schemas (Posner, DiGirolamo, &
Fernandez-Duque, 1997). Consequently, without executive control, information pro-
cessing loses flexibility and becomes increasingly bound to the external stimulus.

According to the model illustrated in Fig. 1, the executive system contains a model
of the perceptua and cognitive functions existent at the object level. The object level
contains schemas, the basic units of action and thought, which can be exogenously
activated by environmental cues (i.e., automatic process). Schemas can also be endog-
enously activated by input from the executive system (i.e., voluntary process). Thus,
schema selection depends on both sensory (bottom-up) and attentional (top-down)
modulation (Norman & Shallice, 1986).

In everyday life, metacognitive/executive control guides action when there is no
adequate preestablished schema to achieve a particular goal, asin the case of a novel
situation. Thus, metacognitive/executive processes are required for decision making,
troubleshooting, strategy selection, and performance of nonroutine actions. These
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FIG. 1. Thetopillustrates current views on metacognition, adapted from Nelson and Narens (1994).
The bottom panel illustrates models of executive attention, adapted from Norman and Shallice (1986).

cognitive tasks are crucia for human action. However, due to their complexity, it is
not possible to identify their underlying physiology without first decomposing the
tasks into simpler mental operations. These include conflict resolution, inhibitory
control, error detection, and emotional regulation, among others. In this paper, we
review the neural substrates of these basic executive functions, describe research
regarding their development, and conclude by pointing to waysin which the cognitive
neuroscience of executive processes can inform research on metacognition.

II. EXECUTIVE SYSTEM

While executive functions are likely to be instantiated by a network of brain re-
gions, clinical studies have implicated the frontal lobes as a major contributor (Shal-
lice, 1988; Stuss & Benson, 1986). It is likely that different executive processes are
implemented by separate, albeit interactive, frontal areas (Stuss, Shallice, Alexan-
der, & Picton, 1995; Umilta & Stablum, 1998; but see Duncan, 1995). Impairments
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of the executive system have been reported in a variety of normal and pathological
states that involve the frontal lobes, including aging (West, 1996), traumatic brain
injury (Strum, Willmes, Orgass, & Hartje, 1997), frontal strokes (Duncan, 1986),
dementias (Parasuraman & Greenwood, 1998), schizophrenia (Frith, 1992), and at-
tention deficit disorder (Barkley, 1998). Disruptions of corticostriatal loops, such as
those evidenced in Parkinson’'s disease, also lead to deficits in executive processes
(Hayes, Davidson, Keele, & Rafal, 1998). When dysfunctions of the executive system
occur, the ability to select schemas other than the one already activated becomes
impaired. This sometimes |leads to perseveration, that is, the recurrence of aresponse
even in the absence of the appropriate stimulus (Milner & Petrides, 1984). Frontal
lobe lesions can aso lead to increased distractibility because in the absence of top-
down activation, schemas become activated by irrelevant stimuli (Shallice, 1988).
Other executive deficitsinclude poor planning (i.e., goal neglect), monitoring deficits,
and memory retrieval impairments, al of which are closely related to metacognitive
regulation.

Neuroimaging studies have similarly shown activation of anetwork of frontal areas
in executive control tasks. The activated areas usually include the anterior cingulate
and supplementary motor area, the orbitofrontal cortex, the dorsolateral prefrontal
cortex, and portions of the basal ganglia and the thalamus. The tasks that activate
these areastypically require subjectsto deal with conflict, error, or emation, therefore
demanding effortful cognitive processing (Bush et a., 1998; Bush, Luu, & Posner,
2000). These mental abilities may be the building blocks that metacognitively sophis-
ticated thinkers use in their achievement of complex tasks, such as problem solving,
strategy selection, and decision making.

We start by reviewing the neuroimaging literature, with an emphasis on conflict
resolution, error detection, and emotional control. Other cognitive functions, such as
planning and memory regulation, are equally important for metacognition, but the
neuroimaging data currently available have not yet provided a definitive picture (see
Future Research).

Conflict resolution. A classic example of attentional conflict is the well-known
Stroop task (Stroop, 1935). In this paradigm, subjects are asked to name the color
of ink in which a word is presented. The word itself can be a color name that is
either different from the ink color (incongruent condition) or the same as the ink
color (congruent condition). The resulting reaction times and error rates are compared
against a neutral condition in which a noncolor word or a letter string is presented.
Highly reliable interference is found when the ink color and word meaning disagree,
and a less reliable but often observed facilitation is found when the ink color and
word agree (MacLeod, 1991).

Neuroimaging studies of the Stroop effect have demonstrated activation of a mid-
line attentional system in resolving the word and color conflict (Bench et al., 1993;
Carter, Mintun, & Cohen, 1995; Carter, Mintun, Nicholas, & Cohen, 1997; Der-
byshire, Vogt, & Jones, 1998; George et a., 1994; Pardo, Pardo, Janer, & Raichle,
1990). This area isillustrated in Fig. 2a

Although the correspondence among studiesis not exact, all studies find amidline
cingulate activation when the word and ink color disagree (for reviews, see Bush et
a., 1998; Posner & DiGirolamo, 1998). Surprisingly, the congruent condition some-
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FIG. 2. Areas of the anterior cingulate activated by cognitive (Arrow @) and by emotiona (Arrow
b) tasks (adapted from Bush et al., 1998).

times activates the cingulate cortex relative to the neutral condition (Bench et al.,
1993; Carter et a., 1995). Some researchers have postulated that comparable selective
attentional processes are recruited to resolve conflict not only in the incongruent
condition but also in the congruent one (Posner & DiGirolamo, 1998; see Carter,
Mintun, & Cohen, 1995).

In support of thishypothesis, event-related potential waveformsfor theincongruent
and congruent condition do not diverge from each other until the subject responds,
but both diverge from the neutral condition at approximately 250 ms (Posner &
Rothbart, 1998). Moreover, the results suggest that the activity is generated in the
midfrontal areas, consistent with the results from blood flow studies. These findings
suggest the activity of an executive attentional system during both congruent and
incongruent conditions. Color word trials require a selection between information
from the word and information from the ink color, independent of the congruity of the
trial type. These data demonstrate that selecting one dimension of a multidimensional
stimulus presents a situation of conflict that requires executive control mechanisms.
The timing of the cingulate activation suggests that it is involved with resolving
conflict between input pathways related to the ink color or to the color name in cases
in which they are both active (see a'so Peterson et al., 1999). However, the congruent
condition does not produce the subjective experience of conflict nor are there many
errors in the congruent condition. Thus, in the congruent trials metacognitive knowl-
edge (i.e., awareness) of conflict appears to be absent even though there is evidence
of metacognitive regulation (i.e., selection of ink color and filtering of word mean-
ing). This result, if confirmed, would provide convergent evidence for the existence
of implicit metacognitive regulation (Reder & Schunn, 1996).
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The anterior cingulate is also activated by other tasks that require resolution of
conflict, or inhibitory control. In the ‘‘use generation’’ task, for example, the prepo-
tent response (i.e., reading the word aoud) needs to be inhibited to allow the correct
response to be expressed (i.e., saying the function of the word). In go/no-go tasks,
the motor response needs to be inhibited whenever a no-go trial occurs. Imaging
studies reveal activation of the anterior cingulate in both of these tasks (Casey,
Trainor, Orendi et a., 1997; Raichle et al., 1994).

Recently, it has been proposed that the main role of the anterior cingulate is not
conflict resolution, but conflict monitoring (Carter, Botvinick, & Cohen, 1999). In
this view, the anterior cingulate evaluates conditions in which conflict or errors are
likely to occur, and relays this information to lateral prefrontal areas for conflict
resolution. This distinction between conflict monitoring and conflict resolution maps
nicely on the distinction made in the metacognitive literature between cognitive moni-
toring and cognitive control. Moreover, the proposed role of the anterior cingulate
in evaluating situations in which errors are likely to occur is consistent with neuro-
imaging data revealing anterior cingulate activation after the detection of an error
(see Bush, Luu, & Posner (2000), for a discussion of this issue).

Error detection and error correction. It is common for subjects to make errors
when performing a task. Normal subjects have the ability to internally evaluate their
own performance, detecting errors even in the absence of any external feedback.
Many studies have shown that following the detection of an error, subjects adjust
the speed of their performance to achieve an adequate level of accuracy (Rabbit,
1966; Rabbit & Rodgers, 1977; Robertson, Manly, Andrade, Baddeley, & Yiend,
1997). This shift in the speed—accuracy trade-off is usually thought to be part of a
conscious strategy. In this view, detecting an error informs subjects that their speed
of response is too fast to sustain an adequate level of accuracy, and subjects react
to thisinformation by slowing down. In recent years, imaging studies have provided
evidence for an error monitoring system, located in media areas of the frontal lobe.
For exampl e, studies using evoked fMRI technique have reveal ed increased activation
in the anterior cingulate under task conditions conducive to errors (Carter et al.,
1998). Moreover, event-related potentials (ERPs) in speeded tasks reveal an error-
related negativity on midfrontal channels. This negativity is observed after slips of
action (i.e., incorrect executions of a motor program) and likely originates from the
anterior cingulate (Badgaiyan & Posner, 1998; Carter et a., 1998). For the error-
related negativity to occur, the subject has to be aware of having made an error
(Dehaene, Posner, & Tucker, 1994; Gehring, Gross, Coles, Meyer, & Donchin, 1993).
The amplitude of the error-related negativity is larger when subjects are striving for
accuracy than when speed is emphasized, consistent with the existence of aresponse
monitoring system (Gehring et al., 1993). Finally, the error-related negativity is trig-
gered not only by the subjects’ internal feedback but also by external feedback that
indicates to them that they have made an error (Badgaiyan & Posner, 1998; Miltner,
Braun, & Coles, 1997).

Activation of the anterior cingulate is partly due to error detection, but it may also
be triggered by increases in task difficulty, particularly when the difficulty reflects
conflict between task elements (Carter et al., 1998). This anterior cingulate activation
exists even during correct trials (i.e., trials in which error detection is absent). Since
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task difficulty isusually accompanied by agreater likelihood of errors, it isno surprise
that increased difficulty isalso associated with activation of the brain areas participant
in error monitoring.

Monitoring and awareness of the selected response are crucia for coherent and
successful behavior. Error detection informs us of our cognitive abilities and the
difficulty of thetask, thus contributing to the update of our metacognitive knowledge.
For example, if you monitor and detect a lot of errors, you are likely to conclude
that the task is difficult, or that you are not very good at it. You are more likely to
ask for help or to develop compensatory strategies. A failure to detect errors might
lead to faulty self-assessment and denial of deficits.

Emotional control. In most situations, feedback signals carry both cognitive and
emotional information. For example, an error signal might inform subjects that they
are going too fast, but it is also likely to trigger a negative emotion. There is some
evidence that the valence of feedback |eads to an automatic shift in response criterion
even in the absence of any cognitive information (Derryberry, 1991; Fernandez-
Duque, 1999). For example, the presentation of a vaenced cue (e.g., a sad face)
during a continuous performance task can slow down response and reduce future
commission errors even when subjects correctly believe that the cue is uninformative
about their performance (Fernandez-Duque, 1999).

Further evidence for the interaction between emotion and cognitive regulation
comes from an ERP study exploring the influence of personality traits on response
criterion. Relative to subjects low in negative emotionality, subjects high in negative
emotionality slow down more after an error and, more importantly, show larger error-
related negativity in the anterior cingulate (Luu, Collins, & Tucker, 2000). Thisresult
is consistent with the view that negative emotions interact with cognitive processes
at the level of the anterior cingulate.

The anterior cingulate is part of the limbic system and as such it participates in
emotion processes and emotional control. Thereis clear evidence that anterior cingu-
late activation correlates with the subjective experience of pain (Craig, Reiman, Ev-
ans, & Bushnell, 1996). For example, neuroimaging studies have revealed cingulate
activity in response to heat stimuli that were judged as painful relative to stimuli that
were judged merely as warm. Moreover, the cingulate appears to mediate the distress
caused by pain rather than the intensity of the sensory stimulus itself (Rainville,
Duncan, Price, Carrier, & Bushness, 1997). When an effort was made to control the
distress produced by agiven stimulus using hypnotic suggestion, the amount of cingu-
|ate activation reflected the felt distress, while other brain areas, such as somatosen-
sory cortex, reflected the stimulus intensity. Consistent with the role of anterior cingu-
late in emotional control, the anterior part of anterior cingulate is differentially
activated by the expectation of a painful stimulus, while more posterior parts of the
anterior cingulate are activated in response to the painful stimulus (Ploghaus et al.,
1999). A possible interpretation of the anterior activation isthat the subject is getting
ready to control the pain associated with the incoming stimulus.

The anterior cingulate is also activated by negative emotions, such as those trig-
gered by horrifying films and by attention to one’s emotiona experience (Lane,
Reiman, et a., 1997). For example, one study directed subjects’ attention toward the
emotional dimension of a scene by requiring them to indicate the emotion it evoked
(e.g., pleasant, unpleasant). Relative to a control condition in which subjects attended
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to the spatial properties of the scenes, the emotion-attended condition led to increased
anterior cingulate activation (Lane, Fink, Chau, & Dolan, 1997). Behavioral studies
similarly reveal that shifting and focusing attention are important skills for emotional
regulation. For example, adults who report being skillful at voluntarily shifting and
focusing attention have lower negative emotionality, suggesting that effortful atten-
tion and negative affect are inversely correlated (Derryberry & Rothbart, 1988).

The activation of midfrontal areas by tasks requiring cognitive and emotional regu-
lation suggests that there may be a common neuroanatomy underlying these forms
of executive control. However, whether this constitutes an integrated cognitive—emo-
tional system or a set of independent modules located in the midfrontal areas is till
unknown. A certain amount of structural differentiation is likely to exist, given the
evidence that emotional and cognitive tasks activate somewhat separate areas of the
cingulate (see Fig. 2). Onthe other hand, the possibility of an integrated set of subsys-
tems in which emotion and cognition converge is consistent with the idea that emo-
tions are an integral part of cognitive life. Thus, it is quite likely that different areas
of the anterior cingulate perform distinct, albeit interacting, executive functions.

The pursuit of executive/metacognitive tasks may frequently require the inhibition
or dampening of emotions, in particular ones of negative valence. Therefore, the
ability to focus attention away from distressing responses most likely facilitates plan-
ning and maintenance of distant goals. It is possible that those with good inhibitory
control are skilled at planning and pursuing long-term objectives, partly because they
can keep those objectives in mind and suppress the irrelevant thoughts and feelings.
The relevance of emational control for metacognition is most evident in planning,
where a goa needs to be maintained even in the presence of other competing options.
In fact, some researchers (Kochanska, Murray, Jacques, Koenig, & Vandegeest,
1996) have hypothesized that inhibitory control may be a good predictor of conscien-
tiousness (i.e., constraint). In support of this, there is a close relation between the
concept of inhibitory control (e.g., the ability to delay, to focus attention, and to
suppress immediate desires or impulses) and the traits considered prototypical for
constraint (e.g., deliberation, control of impulses, planfulness, and pursuit of distant
goas) (Kochanska, 1997).

The links between emotional regulation and metacognition are also evident in the
behavior of children with conduct disorders. For example, aggressive children not
only haveimpaired executive function (Barkley, 1997; Pennington & Ozonoff, 1996),
but are also more likely to misattribute hostile intentions to others in ambiguous
circumstances. This inability to assess other peopl€e's intentions reflects poor meta-
cognitive knowledge. Furthermore, these children have impaired emotional regula-
tion as well as great difficulty with other metacognitive tasks, such as empathy and
perspective taking. The shared localization of cognitive and emotional regulation in
midfrontal areas of the brain raises the possibility that these deficiencies may origi-
nate in a common neuroanatomy.

[ll. DEVELOPMENT

In the previous section we reviewed the role of midfrontal areas as they relate to
the voluntary control of our thoughts and feelings. Here, we discuss recent research
on how these control functions develop, as well as their possible neural correlates.
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The regulation of emotion and distress is a major aspect of infant development
and one in which attention appears to play an important role. In particular, shifting
and focusing attention away from a negative stimulus are effective ways to soothe
an infant temporarily (Harman, Rothbart, & Posner, 1997). In 8- and 10-month-old
infants, there is a negative correlation between their ability to focus attention on a
positive stimulus and the amount of expressed discomfort to an aversive stimulus
(Kochanska, Coy, Tjebkes, & Husarek, 1998).

In later infancy, the precursors of inhibitory control begin to appear. For example,
in A-not-B tasks, children are trained to reach for a hidden object at location A, and
then tested on their ability to search for the hidden object at anew location, B. Infants
younger than 12 months of age tend to look in the previous location, A, even though
they see the object disappear behind location B. After the first year, children develop
the ability to inhibit the prepotent response toward the trained location, A, and suc-
cessfully reach for the new location, B (Diamond & Doar, 1989; Diamond, Werker, &
Lalonde, 1994).

During the first year of life, infants also develop some ability to resolve conflict
between their line of sight and their line of reach in retrieving an object. At 9 months
of age, the line of sight dominates completely, so that if the open side of a box is
not in line with the side they are looking at, infants will withdraw their hand and
reach along the line of sight, striking the closed side (Diamond, 1991). In contrast,
12-month-old infants are able to reach through the open end to retrieve a toy, even
while looking at a closed side.

Infants can learn unambiguous associations in a sequence learning task at 4 months
of age, but they do not acquire the ability to learn ambiguous associations until the
age of 18 months (Clohessy, Posner, & Rothbart, in press). In unambiguous se-
quences, each location isinvariably associated with another location (e.g., 13241324).
In thistype of learning, the location of the target is fully determined by the preceding
item; therefore there is no conflicting information (e.g., location ‘3’ is aways fol-
lowed by location **2'"). In contrast, in ambiguous sequences (e.g., 123213123213)
the response must be determined not only by the previousitem but also by the context
in which that item occurs (e.g., location ‘3’ may be followed by location ‘2"’ or
by location *“1'") (Curran & Keele, 1993). Ambiguous sequences pose conflict be-
causefor any association there are two strong candidates which can only be disambig-
uated by context.

Evidence for developmental changes in executive function and inhibitory control
during the 24- to 36-month age range comes from a study using a Strooplike spatial
conflict task (Caulton-Gerardi, in press). Since children of this age do not yet read,
the Stroop task was modified to use location and identity asthe dimensions of conflict.
A simple visual object was presented on one side of a screen and children were
required to press the key that matched the identity of the stimulus. The appropriate
key could be either on the same side as the stimulus (congruent trial) or on the side
opposite to the stimulus (incongruent trial). The prepotent response was to press the
key on the side of the target irrespective of its identity. However, the task required
children to inhibit that prepotent response and to act instead based on identity. The
ability to resolve this conflict was measured by the accuracy and speed of their key
press responses. Children 24 months of age tended to perseverate on asingle response
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and performed at chance, while 36-month-old children performed at adult levels, and
were slower to respond to incongruent than to congruent trials. Furthermore, conflict
resol ution was correlated with a battery of tasks requiring children to exercise inhibi-
tory control over their behavior. Finally, conflict resolution was correlated with paren-
tal reports on children’s effortful control and negative affect. Thus, cognitive mea-
sures of conflict resolution appear to be closely linked to aspects of children’s self-
control in naturalistic settings.

In Stroop tasks, conflict is introduced between two elements of a single stimulus.
However, only a single instruction (e.g., name the ink color) needs to be executed
in any one set of trials. A more difficult conflict might be introduced by requiring
subjects to utilize information from one source while, in the same set of trials, ignor-
ing information from ancther. In one such task, children have to execute response
commands given by atoy bear while inhibiting the commands given by atoy dragon
(i.e., Bear/Dragon task). Successful performance on this type of task emerges at ap-
proximately 4 years of age (Reed, Pien, & Rothbart, 1984).

Gerstadt, Hong, and Diamond (1994) extended a verbal conflict task modeled on
the Stroop paradigm to children as young as 3% years. Two cards were created to
suggest day and night to the children: one depicted a line drawing of the sun, and
the other depicted the moon surrounded by stars. Cards for the control condition were
intended to suggest neither day nor night (e.g., picture of a checkerboard, picture of
aribbon). Children in the conflict condition were instructed to reply ‘‘day’’ to the
moon card and ‘‘night’’ to the sun card. Children in the control condition were in-
structed to say ‘‘day’’ to either the checkerboard or the ribbon card and ‘‘night’’ to
the other. At every age, accuracy scores were significantly lower for conflict relative
tocontrol trials. Although all children performed at 80% accuracy or better for thefirst
four trialsof the session, by thelast four trial's, the performance of theyoungest children
intheconflict condition declined to chance. Older children were ableto maintain above-
chance performancethroughout the 16-trial session. Latency scoresfor conflictrelative
to control trials decreased significantly with age, suggesting that younger children
needed more time to formulate their responses when faced with conflict.

Other studies using Strooplike tasks (Jerger, Martin, & Piozzolo, 1988) and the
Wisconsin Card Sorting Test (Zelazo, Resnick, & Pinon, 1995) provide further evi-
dence for the development of inhibitory and executive functions between the ages
of 3 and 5. In the Wisconsin Card Sorting Test, children have to sort cards based
on one dimension (e.g., shape), and then shift to a different dimension (e.g., color).
Three-year-olds perseverate on the first dimension significantly more than 4- and 5-
year-olds. The Wisconsin Card Sorting Test requires not only the ability to shift the
relevant dimension, but also the ability to detect that the relevant dimension has
changed. Although it is possible that 3-year-olds’ perseveration might be due to their
failure to detect when the dimension has changed, this cannot account completely
for their errors, as 3-year-olds perseverate even when the rule is made explicit by
the experimenter. Interestingly, children who perseverate are capable of verbally re-
porting the rule (Zelazo, Frye, & Rapus, 1996), a pattern similar to that exhibited
by frontal lobe patients, who know the rule but are unable to apply it. In these cases,
there is a dissociation between metacognitive knowledge and metacognitive regula-
tion, such that knowing the rule does not guarantee its application.
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Individual differencesin inhibitory control are strongly related to some aspects of
metacognitive knowledge, such as theory of mind (i.e., knowing that people's behav-
ior isguided by their beliefs, desires, and other mental states) (Carlson, 1997; Hughes,
1998). Inhibitory control and theory of mind share a similar developmental time
course, with advances in both arenas between the ages of 2 and 5. Moreover, tasks
that require the inhibition of a prepotent response correlate with theory of mind tasks
even when other factors, such as age, intelligence, and working memory, are factored
out (Carlson, 1997; Hughes, 1998).

Theory of mind tasks usually have an inhibitory component. For example, in a
classic version of the false belief task (Wimmer & Perner, 1983), children are pre-
sented with a story in which an object initialy placed in location A is moved to
location B. However, the actor does not see the object change location, and therefore
holds afalse belief about its current location. Children are asked to predict where the
actor will look for the object. Successful performance on thistask requires children to
inhibit the prepotent stimulus (i.e., the location where the object realy is) in favor
of aless salient response (i.e., the location where the object is believed to be). Thus,
deficits in inhibitory control might obscure children’s understanding of false beliefs.
Alternatively, it is possible that developments in inhibitory control might boost chil-
dren’s conceptua understanding of mental representations.

Another component of theory of mind is the capacity to deceive, for example by
pointing to a location different from the one in which an object is hidden for the
purpose of creating a false belief in someone else. Deceptive pointing abilities im-
prove between the ages of 3 and 4, suggesting that during this period there is a
conceptual change in children’s understanding of deception. However, deceptive
pointing also requiresinhibitory control because the most salient location (i.e., where
the object really is) must be inhibited to allow for the selection of another, less salient
location. In fact, 3-year-olds' performance on deception tasks can be improved by
reducing the inhibitory demands of the task, for example by alowing children to
point with an arrow instead of with their finger (Carlson et a., 1998). This result
suggests that poor performance on these metacognitive tasks might be related to defi-
citsin executive processes such asinhibitory control. Interestingly, preschool children
described as ‘‘hard to manage’’ by their parents perform poorly on inhibitory control
and planning tasks (i.e., executive function tasks) as well as on theory of mind tasks
(i.e., metacognitive tasks) (Hughes, Dunn, & White, 1998).

Only in recent years has it become possible to ask about the neural substrates
underlying the development of higher level cognition in the human brain. Therefore,
the evidence addressing these questions is still tentative. Nevertheless, there is some
evidence that the development of conflict resolution skills is related to the develop-
ment of the anterior cingulate. While major changes in executive control occur be-
tween the ages of 2 and 5, executive control also develops during later childhood.
In children ages 5 to 16 there is a significant correlation between the volume of the
right anterior cingulate and the ability to perform tasks requiring focal attentional
control (Casey, Trainor, Giedd et a., 1997). In one fMRI study, 7- to 12-year-old
children and adults were tested in a go/no-go task that required them to press a key
to frequent nontargets, but withhold their response to infrequent targets—a measure
of inhibitory control. Relative to a control condition in which subjects responded to
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al stimuli, the condition requiring inhibitory control activated prefrontal cortex in
both children and adults. Moreover, the number of false dlarms in this condition was
significantly correlated with the extent of cingulate activity (Casey, Trainor, Orendi
et al., 1997).

IV. FUTURE RESEARCH

We pointed out at the start of the paper that few studies have deliberately tried to
relate aspects of executive function to metacognition. We hope that our paper will
be useful in stimulating more talk between these fields. Below we discuss some areas
of metacognition where future research may be useful in highlighting such links.
These areas include metacognitive knowledge, memory regulation, and planning.

Metacognitive knowledge. The focus of our review has been on metacognitive
regulation (i.e., the processes that coordinate cognition), mainly because current ad-
vances in cognitive neuroscience are most informative about these issues. However,
cognitive neuroscience can a so inform aspects of metacognitive knowledge, such as
the subjective assessment of one’ s own cognitive capacities. This metacognitive abil-
ity is impaired in populations with frontal lobe dysfunction. For example, most
schizophrenic patients deny having a problem, and more importantly, this denial of
deficit is correlated with perseverative errors, which are a measure of executive dys-
function (Young, Davila, & Sher, 1993).

Denia of deficit is also evident in patients with Alzheimer’s disease, for whom
memory impairments are correlated with an inability to assess such a deficit (Ander-
son & Tranel, 1989; McGlynn & Kaszniak, 1991). For example, Alzheimer’ s disease
patients tend to overestimate the number of itemsthey will be ableto recall (Schacter,
McLachlan, Moscovitch, & Tulving, 1986). Interestingly, these patients are accurate
in the assessment of their partner’s ability (McGlynn & Kaszniak, 1991), suggesting
that the deficit stems from a self-monitoring impairment, probably involving the fron-
tal lobes, which are known to be affected by this disease (Stuss & Benson, 1986).
Other frontal lobe pathologies, such as traumatic brain injury and Korsakoff syn-
drome, are also related to unawareness of deficit (McGlynn & Kaszniak, 1991). Im-
portantly, lesions in the media temporal lobe, although they produce large memory
deficits, do not provoke unawareness of deficit, suggesting that the unawareness of
deficit is related to a dysfunction in memory monitoring or memory control.

Young children are also very poor at assessing their memory abilities. Children
ages 4 to 6 overestimate their memory spans and they underestimate the amount of
preparation needed to recall something without error (Flavell, Friedrichs, & Hoyt,
1970). Children of this age also show a deficit in ‘‘feeling of knowing,”” which is
the ability to assess performance on a future recognition task following failure in a
free recall task (Wellman, 1977).

It is unknown whether these deficits in metacognitive knowledge stem from an
inability to detect errors or from some other problem in metacognitive regulation.
Clearly, metacognitive regulation and metacognitive knowledge are interdependent.
For example, knowing that you are not very good at a certain task would lead you
to monitor your progress more carefully. On the other hand, if you monitor and detect
alot of errors, you may conclude that the task is difficult, or that you are not very
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good at it. Thus, a failure to detect errors might lead to a poor assessment of one's
own abilities (McGlynn & Kaszniak, 1991).

Another point of convergence between cognitive neuroscience and metacognitive
knowledge is offered by current attempts to localize the neuronal correlates of theory
of mind. Theory of mind, or folk psychology, is knowledge about the existence and
functioning of the mind and mental states (Flavell, 1999). As such, theory of mind
is part of our more general metacognitive knowledge.

In recent years, finding the brain site of theory of mind has become a fashionable
research enterprise (Baron-Cohen, 1995; Goel, Grafman, Sadato, & Hallet, 1995;
Sabbagh & Taylor, 2000; Stone, Baron Cohen, & Knight, 1998; for a review see
Frith & Frith, 1999). However, some cautionary notes can be taken from the last 20
years of cognitive neuroscience (for other criticisms on the modularity of theory of
mind, see Moore, 1996). Research in language, visual imagery, memory, executive
function, and spatial attention strongly suggests that none of these cognitive systems
can be reduced to one brain area. Instead, a more likely scenario is that the brain
implements cognition via interconnected networks of specialized areas, each per-
forming a different computation. For example, there is no single brain area responsi-
ble for spatial attention; rather a network of areas including the parietal lobe, the
superior colliculus, and the thalamus is operative (Posner & Raichle, 1996). Before
theory of mind can be localized in the brain, researchers should clarify the elemental
mental operationsinvolved. As Carlson’s (1997) work clearly demonstrates, success-
ful performance on many theory of mind tasks taps ‘‘ general purpose’’ abilities such
asinhibitory control, and it is likely that advances in inhibitory control play a central
role in the development of theory of mind. Unless one is willing to settle for vague
answers such as ‘‘the frontal lobes,”” asking ‘‘where in the brain is theory of mind?"’
may be the wrong question.

Memory regulation. An important aspect of metacognitive regulation and execu-
tivefunction isthe ability to retrieve memories and monitor their reality. After retriev-
ing a certain candidate answer, subjects have to monitor whether that answer islikely
to be right or wrong. In other words, subjects have to assess whether or not the
retrieved information is relevant to the episode they are trying to remember (Koriat &
Goldsmith, 1998). Being able to successfully differentiate relevant from irrelevant
memoriesis key to problem solving, planning, and other complex tasks. Furthermore,
memory monitoring is critical for memory tasks in which a decision about volunteer-
ing or withholding an answer is required. This decision depends on, among other
things, how certain the person is about the answer being correct. Koriat and Gold-
smith (1998) clearly illustrate the practical implications of metamemory in their ex-
ample of a student who, after correctly answering an exam question, decides to cross
the answer out. While the student’s memory is correct (he did in fact write the correct
answer), his memory monitoring is faulty (he believed his answer to be wrong).
Memory monitoring also affects judgments of learning (**do | know this material? ")
and consequently allocation of study time.

In its most extreme version, failure to monitor the reality of the retrieved informa-
tion gives rise to confabulations, false recognition, and source amnesia, three closely
related deficits most frequently found in frontal lobe patients. Confabulation is ob-
served in patients with Korsakoff syndrome (Dalla Barba, 1993; Moscovitch, 1995),
while false recognition has been reported in a patient with right frontal lesion
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(Schacter, Curran, Galluccio, Milberg, & Bates, 1996) as well asin normal elderly
subjects. Source amnesia, the inability to remember contextua information about the
circumstances under which a particular fact was acquired, isimpaired in dorsolateral
prefrontal patients (Shimamura, 1996), elderly subjects (Craik, Morris, Morris, &
Loewen, 1990), and young children (O’'Neill & Gopnik, 1991).

Source amnesia may involve an inability to remember the person who presented
the information, the place in which information was learned, and so forth. Temporal
order (i.e., “‘when did | learn this? ") is an important aspect of source memory. Inter-
estingly, children also exhibit deficits in source knowledge, reporting, for example,
that they have always known what they have just learned (Taylor, Esbensen, & Ben-
nett, 1994). Moreover, children score poorly in other memory monitoring tasks, fail-
ing to use response monitoring to ensure that their answer to a question is logical.
For example, they might say they saw four pictures, but choose alarger number when
subsequently given an option (Brown, 1978).

The frontal lobes are important not only for memory monitoring but also for mem-
ory control and memory retrieval. For example, frontal patients (Shimamura, 1996),
as well as young children (Neimark, Slotnick, & Ulrich, 1971), fail to use encoding
strategies that improve memory, such as semantic clustering, when presented with
many words of the same category (Neimark et al., 1971). In normal subjects, the effort
of trying to recall amemory is associated with bilateral prefrontal cortex activity, and
such activation is reduced in older people, who are known to have difficulty in mem-
ory retrieval (for areview, see Norman & Schacter, 1996).

Planning. Planning requires reflecting on which course of action is necessary to
achieve a goal, and as such planning is part of metacognition (Brown, Bransford,
Ferrara, & Campione, 1983). Action planning requires establishing both a main goal
(e.g., preparing dinner) and a hierarchy of subgoals that must be satisfied for the
main goa to be obtained (e.g., buying groceries, following a recipe). The main goal
usually guides the subgoals. However, this link appears to be impaired in fronta
patients so that they might know what is required to achieve the main goal, but fail
to attempt the necessary stepsin behavior. A similar failure to implement task instruc-
tionsis sometimes found in 3-year-old children. This disregard for task requirements
has been labeled goal neglect, and appears to be related to frontal lobe function and
to general intelligence (Duncan, 1995). Goal neglect reflects a dissociation between
metacognitive knowledge and the application of that knowledge (i.e., metacognitive
control). Thus, goal neglect is an executive dysfunction in which the top-down activa-
tion necessary for keeping a goal in mind is not provided by the executive system.

V. CONCLUSIONS

Thisisavery active period for the study of the neural basis of cognitive processes.
Neuroimaging has greatly enhanced our ability to examine the brain areas involved
in perception, memory, language, motor control, and many other aspects of cognition
(Posner & Raichle, 1996). The study of executive attention has been particularly
important, because imaging techniques have been able to identify concrete physical
structures involved in carrying out the operations of selection and other aspects of
self-regulation (Posner & Rothbart, 1998). Moreover, this work demonstrated pro-
found links between emotional and cognitive control (Bush et a., 1998, 2000;
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Posner & Rothbart, 1998). Executive attention is a system that undergoes a lengthy
developmental process, and has profound consequences for cognitive and emotional
development, valition, and consciousness, all of which are topics of great interest to
students of metacognition. We hope this paper has illustrated how a productive use
of concepts arising from brain-based research may enhance the study of metacogni-
tion. In turn, studies on the development of metacognitive processes should certainly
help drive forthcoming research on human brain development.
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